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THE CONDITIONS FOR EVEN FORMS TO HAVE FIXED SIGN AND FOR IHE
STABILITY AS A WHOLE OF NON-LINEAR HOMOGENEOUS SYSTEMS

A.B. AMINOV and T.K. SIRAZETDINOV

Sufficient conditions are obtained for forms of arbitrary even power to have
have fixed sign. A new criterion is proposed for a gquadratic form to have
fixed sign, which has the property of a recurrent procedure. The results
obtained here and the Liapunov second method are used t¢ obtain sufficient
conditions for asymptotic stability as a whole of the solution of a set of
ordinary differential equations that have their right sides in the form
homogeneous polynomials.

1. Suppose that in the region G, C B* a continuous real function F (z) of variables
(zy, ««. Z,) =xe& R" is specified with a range of values Hp C R! that vanish at the origin
of coordinates

F@0)=0 (1.1)
It is required to find the conditions under which the function F (x)is positive definite,
i.e.
F(x)>0, VxeG6,\0 (1.2)
For this we introduce the function P (y) of the variables (y1, ..., ¥ym) =y which is contin-

uous and real, and is defined in the region G, C R™ with the domain of values Hp C R! with

Hp D Hp, and is positive definite in Gy, i.e.

Py)>0, VyeG\0, P(0)=0 (1.3)
The variables y1,...¥m and i, ..., %Iy are related by some mapping
Yi=f@, .. ,2),i=1, ..., m (1.4)

Let the mapping (1.4) and the functions F (x), P (y) have the following properites.
A. The region of definition of the mapping (1.4) coincides with the region G, , while
the region of values is some subset G,* of the set G, (G,* C G,) with origin of coordinates

y=0&G,*, and on the set of points G,* the identity
VyeG*, HzeG,: Fx)=P(f(x) (1.5)

is satisfied, i.e. to each point yeG,,"' there corresponds at least one point xe G, at
which the value of the function F (x)is the same as the value of the function P (y) in mapping
(1.4).

B. The equations y1 =0, ..., yn =0 are simultaneously satisfied when and only when all
the variables g, ... z,, Simultaneously vanish, i.e. when at least one coordinate z;9%0;
then necessarily we have the coordinate y; s 0.
c C. If the function P (y)is positive definite in G,* , it is positive definite throughout

v

Theorem 1. When properties A and B are satisfied, for the function F (x)to be positive-
definite in region G, , it is sufficient that the function P (y) be positive definite in region
G,.

Proof. Let the function P (y)be positive definite in Gy, i.e. conditions (1.3) are satis-

fied. By virtue of property A we have G,* C G, and the point y=0e& G,*. HenceP (y)is
positive definite in G,* . Moreover, by virtue of the same property A the identity (1.5) is
satisfied in G* . Then F (x) >0, Vx &6,, with the exception of the prototype of point y=0
in the region G,, i.e. condition (1.2) is satisfied. But P (0) = O hence from property B it follows that
the function P (y) vanishes only when conditionz; =0, Vi =1, ..., n is satisfied. Consequently,
the prototype of point y =40 in G, is the unique point x = 0. Hence condition (1.1l) is satis~-
fied for the function F (z), and it is positive definite in G,.

Theorem 2. When the properties A, B, and C are satisfied, for the function F (z) to be
positive-definite in region G, it is necessary and sufficient that the function P (y)be positive
definite in region G,.
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Proof. Necessity. Let the function F (x) be positive definite in G i.e. conditions ({(1..:
and (1.2) are satisfied. Then by virtue of property A of mapping (1.4} to each point yEGy*

there corresponds at least one point x & G,, and at these points x and y the identity (1.5}
is satisfied. But at each point x& G, (x % 0) the function F (x) >0 and, consequently, in
conformity with identity (1.5) the function P (y) >0, Vye& 6,* \ 0 also. And since property
B holds, the second of conditions (l.3), is satisfied, i.e. at the point y =0 of space R"™
the function P(y)=0 . Thus the function P (y)is positive definite in G,*. From property C
it follows that the function P (y)is positive definite throughout region G,, i.e. conditions
(1.3) are satisfied.
The proof of the sufficiency of Theorem 2 is the same as the proof of Theorem 1.

2, ILet us use the results obtained above to find the sufficient conditions for a form
of powere 2s (s is a positive integer s> 1) to have fixed sign, i.e. the function

n n n
F(x)= Z 2 e 2 Auis...iy TisTha - -+ Ty (2.1)
fumal ipwedy iy =iyg 1
X==(Tp ..., Tp) E A"

where Au.i, are real numbers.
In form (2.1) similar terms are reduced and arrandged in a lexicographic order.
Consider the following mapping:

=2 Y= 0", Y5 =02 . Ym = T (2.2)
It is known that the elements y, ..., Yy ©f the mapping (2.2) are linearly independent,
and the vectors y= (y1, ..., Ym) consistute a linear space of dimension m /1/, which we denote

by Y™™ is the model of space R"™).
The quadratic form in space Y™ has the form

m m
P(Y)= 2 Z B)'x.ilyily.il' Bilil=lejn (2.3)
Ji=a] jy=1
Substituting ¥, ..., ym from mapping (2.2) into the quadratic form (2.3) and collecting
like terms, we obtain formula (2.l) of power 2s, i.e. we have the identity

VyeG6,*, dx = R™ (2.4)

m m L n n

2 Z Buyiyin= 2 2 cee 2 Ai:i-...i..'-zill'z'g- ce Ty

Jraml jem=1 ig==x] dg=iy lus’i“_‘ -

where G,* is the region of the mapping (2.2) in the space Y™ (G,* CY™) and the point y=
0 =G~

Consequently, property A is satisfied for the mapping (2.2) for form F (zy, ..., z,) (2.1),
and for the quadratic form P (y1,...,Um) (2.3).

For the mapping (2.2) the property B is alsc satisfied. Indeed, if scme coordinate z; % 0,
then in accordance with the mapping (2.2) the coordinate ¥i = zf = 0.

Thus, in conformity with Theorem 1, for a form of even power (2.1l) to be positive definite
it is sufficient that the guadratic form (2.3) be positive definite. Writing some criterion
for the quadratic form (2.3) to have fixed sign and expressing in it the coefficients By, of
quadratic form (2.3) in terms of the coefficients 4ii.i, ©of a form of even power (2.1) in
conformity with identity (2.4), we obtain the required conditions for a form of even power
(2.1) to have fixed sign.

Let us show by means of an example how the coefficients of the form of even power (2.1)
are used to determine the coefficients of the quadratic form (2.3).

Example 1. Suppose we are given a form of the fourth power of two variables with constant
coefficients
F (2}, 29) = Aunzi* + A1na%i®%s + Auntr®nt + 4uaiss® + 4 (2.5)
We introduce the mapping

Bn=o1 y2= 5z ¥s= I (2.6}

The vectors y = (y, ¥, ¥s) CONstitute the linear space Y3 /1/ in which the form is defined
by
P (41, ¥s, ¥s) = Byyn? + 2Byay1ys + 2Brsthys + Baa¥s® + 2Basials + Baaya® (2.7)
To represent a form of the fourth power (2.5) as a quadratic form (2.7) it is necessary
to add to the function (2.5) the term .’z and SUbtract ay, (zz,): As a result, the func-
tion (2.5) takes the form
F (2y, T9) = Ayn (5D + A’z + @y12021722% + (A 1123 — Fuize) (2122)? + A1gap7120%,7 + Agage (2297 (2.8)



245

Equating functions (2.7) and (2.8), taking into account mapping (2.6), and equating the
coefficients of like terms of these functions, we obtain the coefficients of the quadratic
form (2.7)

By = Apn, By ='h4nmn, B ='hauy, (2.9}
By, = Ayyzz — %ises Bys = l-/aAuuv Bn = Aggas

Proceeding in a similar manner with the form of even power (2.1), we obtain the coeffic-
ients B;, of the quadratic form (2.3), which are thus functions of the coefficients Ai,i,‘,_.-"
and of the real ancilliary numbers Fiu..i,:

3. The Sylvester criterion /1/ is generally used to check that the quadratic forms are of
fixed sign. Here, using Theorem 2, we obtain a new criterion for the quadratic form to have
fixed sign, which is a fairly simple recurrent calculation procedure.

Let the quadratic form be specified with constant real coefficients

n n
O (x)= ‘% ‘21 AiiTiin Aige= Aig, (3.1)

Theorem 3. For the quadratic form (3.1) to be positive definite, it is necessary and
sufficient that real numbers a;; are found, which are defined in terms of the coefficients
Aiiw ©of the quadratic form (3.1) by the recurrent formula

aij=Tiﬁ-<A”—ilaHaH); i=4,....n (3.2)
k=1

j=ihi4+1,...,n i>k>1
and satisfy the conditions
a;#+0,Vi=1,...,n (3.3)
i.e. the diagonal elements of the triangular matrix |]a;;]|," are non-zero.

Proof. 1In a real space R® , non-degenerate to a real linear transformation, any quad-
ratic form is reducible to a normal form /1/. We shall show that then properties A, B, and C
defined in Sect.l are satisfied. We shall use Theorem 2.

We consider the quadratic form (3.1) to be the function F (x) that appears in Theorem 2,
and consider as the function P (y) the normal form of that quadratic form. In this case m = n.
The non-degenerate real linear transformation y = Ax, where A is an (B X n) matrix of numbers,
is a special case of mapping (1.4), when properties A, B, and C hold. Indeed, the transforma-
tion y = Ax being one-to-one is non-degenerate. Hence the region of definition and of values
of this transformation coincide with R", and identity (1.5) is satisfied throughout the space
Rﬂ.

Thus it follows from Theorem 2 that for the quadratic form (3.1) to be positive definite
it is necessary and sufficient that the normal form of that guadratic form be positive definite,
i.e. it is necessary and sufficient that the following equation is satisfied:

n n n
D D Auaizi= D yi (3.4)
=1 {1 i)
where
1 = anux; + Qyely + ...+ 810Ty, (3.5)
Ys = G2y + . . . T+ GapTni o - o5 Yn = Gpndn

all a;; are real numbers, and condition (3.3) is satisfied.

We substitute the linear functions (3.5) into the right side of Eq.(3.4) and eguate the
coefficients of like terms on the right and left sides of that egquation. We obtain the follow-
ing set of algebraic equation .

i
,‘Ela“ak,~=.4i,-; i=4..., n, j=ii+1,....n

whose solution is constructed consecutively by the recurrent formula (3.2) beginning-with the
first equation, subject to condition (3.3). The theorem is proved.

The new criterion for the quadratic form to be of fixed sign obtained here does not re-
quire a calculation of determinants, as does the Sylvester criterion, and is convenient for
programming and for use on a computer. Moreover, the selection of coefficients of the quad-
ratic form (3.1}, for which the latter becomes positive definite, is considerably easier. This
follows from the form of the recurrent formula (3.2).

4. Let us use the criterion obtained for the quadratic form to be of fixed sign to obtain
the sufficient conditions for a form of even power (2.1) to be of fixed sign. For this we
first prove the corollary of Theorem 1.
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Corollary 1. For a form of even power (2.1) to be positive definite it is sufficient
that real numbers Risis ... gy and g;; exist which satisfy the recurrent formula

i—1

1
Gij=—— [Bij(Ai:ia.‘.id ai.ix‘..l,:s) - Za“a“] (4.1)
it k=l
i=1,...m j=i,i+1, ...,m
and the condition
a”;&O, Vl=1., PRI ((1 (4.2)

where m is the number of independent variables of the quadratic form (2.3) and Bi;(Auis.l ip» %ids

.iy) are the coefficients of the quadratic form (2.3) that depend on the coefficients Ayt

28

of the form of even power (2.1), and on the numbers dhic.u igs (2.9) .

Proof. Let the conditions of Corollary 1 be satisfied. Then by the fixed-sign criterion
proved in Theorem 3, the quadratic form P(y) (2.3) will be positive definite in the space Y™,
It is connected to the form of even power (2.1) by the mapping (2.2) for which properties A and
B hold. Then on the basis of Theorem 1 in which G, = R", G, = Y™, the even-power form (2.l)
is positive definite in R™.

Example 2. The sufficient conditions for a fourth-power form (2.5) to be of fixed sign

are in accordance with Corollary 1 equivalent to the existence of the following numbers agij
and oy

1/
ay = 4= A, ap = —1"4111’:' 13 = L Q112g (4.3)
a5n an
Qg = :t (Auzz — G123 — au’) l/'v gy = aL (A1ze2 — a1o8s3)
22
a3 = - (Aares — au® — ap®)
where the number «,,,; is selected so that the conditions

a3 0, ayF0, agg+0 (4.4)

be satisfied.

Formulas (4.3) are a special case of the recurrent formula (4.1), and are obtained by
applying the fixed-sign criterion (3.2) and (3.3), proved in Theorem 3, to the quadratic form
(2.8) with coefficients (2.9).

We will obtain another form of sufficient conditions for a form of even power to be of
fixed sign, without using the ancilliary numbers ay;,.. s TO do this we introduce an upper
triangular matrix (m x m) of real numbers with non-zero diagonal elements

bu.u- buiaz .- binean
8
0 buaz..- banna (4.5)
| o 0 ...bmn..nn
byt 0, by 12501 ..oy bnn. an70 (4.6)
5 e -

We also introduce the system of algebraic equations

m
. 4.7
2' El bBiI-..iabBi5+l~--izs= Ah"""i'ls’ 1= 1,....n ( )
fg = dpy b+ 1, oo my oGy =gty oo R
where I is the symbol of summation over permutations of those indices iy, iy, ..., i, for

which the following conditions are satisfied:
<< iy, Teer < favz < v v o < g
Corollary 2. The existence of a real solution g, ... i, of the system of algebraic equa-

tions (4.7) with conditions (4.6), is a sufficient condition for the even-power form (2.1)
to be of fixed sign.

proof. Let a real solution of the system of algebraic equations (4.7) exist under condi-
tions (4.6). Then for the even-power form (2.1) the following representation holds:

n n n m
e 2 5
DD D A, TaTie - Ty = 2 0F (4.8)
o s T e N : o]
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¢ =bn..n2’ + byt T+ o+ bipnnZn! (4.9)
Pr=Vbg.. 2T+ ..+ Bon..nnTns « « + 1 @m = Bmn...onn’

Indeed, by subsituting forms of power s (4.9) into the right side of Eq.(4.8) and egquat-
ing the coefficients of like terms on the right and left sides of that equation, we obtain
system (4.7).

Taking identity (2.4) into account and the coordinates ¥, of the mapping (2.2), as well
as changing the designation of coefficients in forms (4.9) from b i, to a;; , we can write
Eg.(4.8) and condition (4.6) in the form

4.
2 2 Blmyhij 2 (P; ( 10)

j1=ol ja=]

a; %0, Vi=1, ..., n (4.11)

In accordance with Theorem 3 the right side of Eq.(4.10) is a positive definite quadratic
form in the space Y™, since by assumption all numbers a;; exist under condition (4.1l1l) and,
respectively, the numbers bmh"y exist under condition (4.6). Then in accordance with Eq. (4.8)
from Theorem 1 it follows that the even-power form (2.1) is positive definite. The corollary
is proved.

Example 3. Let us write the special form of Eq.(4.8) for the fourth-power form (2.5),
taking into account the mapping (2.6) and condition (4.7)

Apnzt + A1 + Aun?’n? 4 Apairs® + Aty = (it + (4.12)
biamiTat bigeTy ) + (beTiZs + bagets®)? + (byaezy®)?
by 0, baaF 0, by 0 (4.13)
All remaining coefficients by, by, ..., by are arbitrary real numbers.

Equating the coefficients of like terms on the left and right sides of Eq.(4.12), we
obtain a system of algebraic equations which is a special form of algebraic equations (4.7),
in which the number of unknowns bijx exceeds the number of equations.

We will solve system (4.7) for this example successively

b=+ A;/fu‘ by = 2% Any b= 5—5— (Anase — b3, — b3,) (4.14)
by = Zb— (A1 — 2busbinm),  bgse = ot (Arems — by, — b-.,>"'

where the number b,, is specified so as not to violate condition (4.13).

In accordance with Corollary 2 the existence of the real solution (4.14) of system (4.7)
with condition (4.13) is sufficient for form (2.5) to be positive definite.

If we use other criteria for the quadratic form to be of fixed sign, we obtain the suf-
ficient conditions for the fourth-power form (2.1) to be of fixed sign that differ from the
conditions obtained herein Corollaries 1 and 2. Thus by applying the Sylvester criterion /1/
to the quadratic form (2.3), we obtain the sufficient conditions for the even-power form (2.1)
in the shape of inequalities for the principal minors of the matrix of quadratic form (2.3).

The conditions for even forms to be of fixed sign are convenient for applications, since
they are directly expressed in terms of coefficients of that form. For a wide a class of
forms, for which representation (4.8) holds, these conditions are necessary and sufficient.
The necessity follows from Theorem 3.

when the form cannot be represented by (4.8) or the proposed conditions do not result in
a solution of the problem, the criterion for higher forms to be of fixed sign may be used.
This criterion was obtained in /2/, where it was proposed to verify the positiveness of spec-
ific forms at points of possible extremem of the form, which lie on a hypersphere with centre
at the origin of coordinates. The problem then reduces to solving a system of non-linear
algebraic equations, whose number is equal to the number of unknown variables, and the order
of each equation exceeds by unity the power of the specified form.

5. Let us use the results obtained here to derive the sufficiént conditions of asymptotic
stability as a whole of the zerc solution of a system of ordinary differential equations whose
right side is in the form of polynomials of odd power with constant coefficients

dt —ZZ Z Qatigis...ig, g FisTir - -+ Figg_p» a=1,. (5.1)

igm=l igmmiy ’s—l_i"s-i

In the homogeneous polynomials on the right side of the equation simila¥ terms are given and
arranged in lexicographic order.

We will use the Barbashin-Krasovskii theorem on the asymptotic stability as a whole /3/.
The Liapuncv function is sought in the set of all negative-definite forms with constant real
coefficients
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[ 397

v{x)=— —;— i ( i kak:xs,y {

Ry=1 ke=ks

(933
L

pk:k-%ﬁoy V]C1=1,.,..,n (

By virtue of system (5.1) the derivative with respect to time t of the quadratic form is
written as follows:

n n n n n n

do v 4y

7 Tl‘: T2 i T ProPrdalais...ipy_ Ths - - - Tiyg Tk (3.4}
z=1 o=l K=t ke=ky =1 tog_1=%2e2

Thus the derivative dv/dt (5.4} is a form of power 2s (2.1}, where the coefficients
Aigs.. iy, are given by the 7 formulas

n @
= | P gy (5.5)
Ahit,..sfs 2 El *glpkauphaamsmiu_ly
=1, .., G=id 4+ ...,8 .. 0 =iy .. 0
where the symbol I’ denotes summation over those permutations of indices i, ..., iy, that

satisfy the conditions iy < iy <C ... <lgpy, K1 < igg.

Formula (5.5) was obtained by equating the coefficients of like terms of the derivative
dv/dt  (5.5) and of form of power 2s (2.1). It is usually convenient to write in formulas
(5.3), first, the coefficients Am.,_,iﬂ and then the terms Praiyg> Gatin...ig,y - Chat correspond to

selected indices iy, &y, ..., ig
For forms of even power the sufficient conditions for positive definitness are contained
in Corollaries 1 and 2. By applying them to the derivative dy/dt (5.4), we obtain the
required conditions of asymptotic stability as a whole of the zeroth solution of system (5.1).
As a preliminary, we will conwvert the derivative dyjdt (5.4) that is equal to the form
of power 2s (2.1) inte the quadratic form (2.3}, using the real numbers a.;, , as was done
in Example 1 with the form (2.5). 1In this case the coefficients B;; of the quadratic form
(2.3) depend on the variables Pk, ©On the coefficients &ai .i,, of system (5.1), and on
the ancilliary numbers  Oigi.ig +
By = Biyje (P Boriy...iy, 1 Phis. ..y, ) Jufe=1l....m (5.6)
Theorem 4., For the asymptotic stability as a whole of the zero solution of system (5.1) it is
sufficient that real numbers  a;j;, Prk, and Cigia, .z950  ©XiSE wh;‘.ch satisfy the recurrent formula
T ]
;= ‘;L [Bij‘(Pk.k.v Qaiy....igg_y» Kirin..dyy) Z akiaki-l (5.7
it Py
i=1, ...mj=60Li+1 ..., m
with condition (4.2). Here By (Duue Gain.igy g Fiisip) e the coefficients (5.6) of guadratic

form (2.3), which is obtained from the derxivative dy/dt (5.4) by using the transformation
(2.2} .

Proof. Suppose numbers Prike Ris.jy, exXist that satisfy formula (5.7) and condition (4.2).
Then in accordance with the Corollary 1 the derivative dv/dt (5.4) that represents a form of
power 2s (2.1) is positive definite. According to the Barbashin-Krasovskii theorem /3/ the
positive definiteness of the derivative dv/dt 1is sufficient for the asymptotic stability as
a whole of the zeroth solution of system (5.1). The theorem is proved.

We introduce the system of algebraic equations

m n %

N be . : o . - (5.8)
2 52=]1 bﬂ“m‘sbm"l:”lu +2 a§x k.2=1 Bais. iy PhiygPhic == 0
i,=1,...,n,i2=i,_, i1+1,...,n,..., i”xiu_x,..;,n

where X, I’ are symbols defined in (4.7) and (5.5). Equations (5.8) are cbtained from Egs.
{4.7) by replacing the coefficients Ailiz‘_‘{” by their wvalues in (5.5).

Theorem 5. For the asymptotic stability as a whole of the zeroth solution of system
{5.1) it is sufficient that the ‘system of algebraic equations (5.8) has a real solution Prx,
and bﬁ"r“"s that satisfy conditions (4.6} and (5.3).

Proof? Let a real solution exist of the system of algebraic equations (5.8) in the un-~
knowns Py, and bﬂ"x--"'. under conditions (4.6) and (5.3). Taking (5.5) into account, this

is eguivalent to the existence of a real solution of Egs.(4.7). Then from Crollary 2 it fol-
lows that the derivative dpjdt (5.4), equal to a form of power 2s (2.1), is positive defin-
ite. The positive definiteness of the derivative dv/dt (5.4), according to the Barbashin-

Krasovksii theorem mentioned above, is sufficient for the asymptotic stability as a whole of
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the zeroth solution of system (5.1). The theorem is proved.

Example 4. Let the determine the conditions of asymptotic stability as a whole of the
zeroth solution of system

azy = ay®® + ANz + etz 4 GramaZs®

T 1M Ty T 10 2 12 (5.9)
dz.

—d% = ann®y® + ount ¥ + aniz? 4 aamae®

The derivative with respect to time t of the quadratic form with constant real coeffic-
ients : ;
v {zy, 2q) = —Yy Upnz1 + P12 T+ (Peeza)®), Pk 0, puF0

is, by virtue of system (5.9), a fourth-power form of the variables 4,7, i.e.

% = Apnzt + Anur®zy + Amany?zet + Anpnnize® 4 Apsr ¢ (5.10)
Aun = —pn’tiyy — PuPiefam (5.11)
Auys = —puoims — PuPufun — PuPibanz — (P1a* + Pa®) nu

A11s = —Pn’angs — PuPisfina — PuPubaas — (P1s* + Pad®) Gans

Ajass = —P1*01am — PuiP1s8nss — PuP1afsass — (Pra’ + paat) ape

Agazs = —puPisdisss — (Pis® + Paad) asas

In accordance with Theorem 4 the suff1c1ent conditions of asymptotic stabhility as a whole

of the zeroth solution of system (5.1) are the existence of real numbers pn#0, P1as sy =~ 0 and
numbers Ogyag 811 F 0 813, @13, @20 5= 0, agy, ags 5= 0, which satisfy (4.3) and (5.11).

v Min Ao c +ha 1 FE£3 e A 4 £ atalhd T ity ae o whala A8 Slha o~
Dy Thedrem -, tae :ua..n.a.\.a.cuu conaliiions Ior a.ajmy\.\u..l.\. a\-nua.;d.\_y as & wuu;c UJ. L.uc zeroth

solution of (5.1) is the existence of a real solutien py =0, P12 Pas 0, by 5 0, byyy, bigs, bayg 3 0, byy,,
bye= 0 of the system of algebraic equations (4.7) and (5.11).

Note that the application of the sufficient conditions for a form of even power to be of
fixed sign, based onthe Sylvester criterion for quadratic forms to be of fixed sign /1/, leads
to the derivation of the sufficient conditions for asymptotic stability as a whole of the zeroth
solution of system (5.1) in the form of inequalities for the Sylvester determinants /1/.
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ON THE STABILITY OF INVARIANT MANIFOLDS OF MECHANICAL SYSTEMS™
V.D. IRTEGOV

The stability of degenerate invariant manif

8 ©I sSteady moLions oI
is

olds
mechanical systems imbedded in one another /1/ i lnvestigated using
Liapunov's second method.

1. Statement of the problem. problems of the separation and qualitative investiga-
tion of invariant manifolds of the steady motions of autonomous differential equations of
mechanical systems

2y =X (@, Zyy - ), i=1,2, ..., n (1.1)
with smooth right sides in U C R", generated by their first inegrals
VO (Ilv CEEREEY In) = Cop Vl (Ih o« oy In) =Chy - Vm (xlv o ey In) =Cmn (1.2)

which are also assumed to be autonomous and smooth (even analytic) in the respective region
Vc UcCc R* are considered.
Let us set up the "complete” integral of system (l.1l)
K = }\.ovo (I\) 'f‘ ;\'lVl (I) + ... A.,,.V'm ( )
It is always possible to assume one of the quantities JA; = const in K to be unity. Hence-
forth, we will assume Ao = 1, since in a general consideration it is not necessary to analyse
*prikl.Matem.Mekhan.,48,3,348-355,1984




